STATEMENT

The United States conducts a census every 10 years, which gives us data on the population from 1790 to the present [4], [7], [6]. Table 1 and Figure 1, below, give the census data for the United States population. Population data for individual states and cities in the United States are also available through the census, and data on the population of foreign countries and cities are available on the world wide web from a variety of sources. We are going to explore mathematical models for populations, starting with the United States census data and following up by exploring one other data set: a US state or city, a foreign country or a foreign city, or possibly the population of the entire world. Choose your second population wisely; country borders are not always static with time and so finding appropriate data can be difficult. If your interest is in Germany, whose borders were rewritten several times before and at the conclusion World War II, you will have an easier time with data for a city like Berlin, Stuttgart, or Munich rather than trying to model the entire country. Each student must choose a different population to model, in addition to the United States population.
Table 1 (L) and Figure 1 (R): United States Population Data

You will investigate applying several population growth models to your data sets. The models are

- Exponential model

\[ \frac{dP}{dt} = rP \hspace{1cm} \text{with solution} \hspace{1cm} P(t) = P_0 e^{rt} \]

- Logistic model (for an accessible history see [5])

\[ \frac{dP}{dt} = r \left(1 - \frac{P}{L}\right) P \hspace{1cm} \text{with solution} \hspace{1cm} P(t) = \frac{L}{1 + \left(\frac{L}{P_0}\right)e^{-rt}} \]
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- Gompertz model

\[ \frac{dP}{dt} = r \log \left( \frac{L}{P} \right) P \quad \text{with solution} \quad P(t) = Le^{-\log \left( \frac{L}{P_0} \right)e^{-rt}} \]

You will determine the best parameter values in each model to fit your data. The error used to evaluate the model fit to the data is the $R^2$ value given by the coefficient of determination, or the adjusted $R^2$ value.

Your modeling goals are:

I. Determine which model is theoretically the best fit for your population data based on the assumptions of the models.

II. Determine which model actually has the best fit overall for the data sets. You cannot do this “by eye”. You must have a numerical measure for best fit.

III. Using as much data as you can before 2010, find the best fit using only this data, and predict the population in 2010 (or another similar year). Determine which model(s) has (have) the best prediction(s). The error associated with the prediction is the (signed) relative error.

IV. Determine if one model is clearly better than the others.

V. Determine what relevant factors are omitted from the models.

VI. Determine if there are issues with the data that affects the suitability of these models.

Your goal is to write a project report which contains:

(a) A 150-250 word abstract summarizing your report. The abstract should include the main conclusions of your report.

(b) An introduction. In the introduction you should:

i. Explain the theoretical differences between the models. To do this you will probably want to discuss growth rates, in particular the per-unit population growth rate. Make sure that you define your terms carefully and use them consistently for all models.

ii. Determine if any model or models make more theoretical sense than the others for the populations you are looking at. Predict which you think will give the best fit and the reasons why. If your reasoning turns out to be incorrect, there is no penalty. In fact, this is good, as it reflects the scientific method at work. We make hypotheses, and sometimes they are not validated by the data.

(c) A methods section explaining how you will get parameters for the models, and how you will evaluate the models and their predictions.

i. If you use nonlinear least squares curve fitting, explain how you linearize the models and get initial values for the parameters. Explain how you came up with your initial guess for $L$ in the logistic and Gompertz models.
ii. Explain how you evaluate the fits.

iii. Describe how you make and evaluate the predictions.

(d) A results and conclusions section for each data set in which you include:

i. One graph of all the data and the model fits. A second graph of the data and the model fits made by omitting the most recent data point, along with the model prediction and the most recent data point. You should be able to clearly read the title, axis labels, and axis titles on your graphs in your report.

ii. Tables with the parameter values you find associated with your model fits. Example:

<table>
<thead>
<tr>
<th>Fit</th>
<th>US population (millions)</th>
<th>Reduced Model Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>$P_0$</td>
<td>$L$</td>
</tr>
<tr>
<td>Exponential</td>
<td>$P_0 =$</td>
<td>$r =$</td>
</tr>
<tr>
<td>Logistic</td>
<td>$P_0 =$</td>
<td>$L =$</td>
</tr>
<tr>
<td>Gompertz</td>
<td>$P_0 =$</td>
<td>$L =$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fit</th>
<th>USA population (thousands)</th>
<th>Reduced Model Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>0.503</td>
<td>0.0264</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.523</td>
<td>10.17</td>
</tr>
<tr>
<td>Gompertz</td>
<td>0.512</td>
<td>29.21</td>
</tr>
</tbody>
</table>

iii. Evaluate which models performed best for the data set. Discuss any criticisms or comments about the population models based on your data, knowledge of history, and/or “uncommon sense”. In other words, you should write conclusions about your data.

(e) A general conclusions section for the entire project which incorporates:

i. Table(s) with
   - The error associated with each model for each data set ($R^2$ values).
   - The signed relative error or percent signed relative error in predictions for each model and each data set.

Example:

<table>
<thead>
<tr>
<th>Data</th>
<th>Exponential</th>
<th>Logistic</th>
<th>Gompertz</th>
<th>Exponential</th>
<th>Logistic</th>
<th>Gompertz</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>0.950</td>
<td>0.998</td>
<td>0.998</td>
<td>10.6%</td>
<td>-0.27%</td>
<td>3.62%</td>
</tr>
<tr>
<td>Bryan, TX</td>
<td>0.950</td>
<td>0.998</td>
<td>0.998</td>
<td>16.35%</td>
<td>-0.27%</td>
<td>3.62%</td>
</tr>
</tbody>
</table>

ii. An evaluation of which model(s) performed best. The table should allow for an easy comparison.

iii. Analyze the meaning of the statement “these models have too much memory to produce accurate predictions.”
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iv. Criticisms and potential improvements for these population models. What do these models fail to take into account?

v. Criticisms and potential improvements for the population data. Are there aspects of the data or data collection that impact the appropriateness of the data for use with these models?

(f) A bibliography where you cite your sources of information. Where did you get your data? Where did you learn more about these models?

A STEP-BY-STEP GUIDE TO THE PROJECT

What follows is information, exercises, and questions to help you think about these models and prepare your report.

Picturing a good model

A graph of the data is provided in Figure 2. We will explore some mathematical models for this data. Questions and activities for you to complete are numbered below:

1) Draw a curve on the data that you think would be a reasonable model for this data.
   
2) Draw a curve that you think would be a poor model for this data.
   
3) Using complete sentences, explain why you picked your reasonable model and why you picked your poor model.

Possible Models

Figure 3 contains graphs of several functions that might be used to model populations. You are likely familiar with a linear model and an exponential model. The logistic and Gompertz models both have two horizontal asymptotes, one at zero, and one at $L > 0$.

4) Judging by shape characteristics alone, rank these models from best to worst for the United States data and explain your reasoning. Since the logistic and the Gompertz models have very similar shapes, you may put both in the same ranking.

Introducing PPGR

One way to evaluate potential competing models is to examine the assumptions they give us about our data. With a population model, we often look at the Per (unit) Population Growth Rate (PPGR). If the population as a function of time is $P(t)$, then the PPGR is

$$PPGR = \frac{1}{P} \frac{dP}{dt}$$ (1)
The PPGR measures how much one unit of population, in our case, one human, contributes to the growth (or reduction) in the population per unit time.

5) Analyze (1) and find the units on PPGR.

6) Say you are given an estimate that human PPGR is equal to \( \frac{1}{2} \) per year with reasoning that women are half the population, and each woman can give birth once a year, contributing a new member to the population. Do you think this PPGR is too high or too low? Why?

7) Think about the factors this estimate does not take into account, and generate a better estimate (including units) for how big you think the PPGR should be. What did you take into account? Explain how you came up with your estimate.

8) Should the PPGR be constant and unchanging, or are there situations or scenarios in which you would expect it to increase or decrease?

**PPGR and modeling assumptions**

Each of the possible models given above can be represented as both a function and the differential equation whose solution is that function. Thus far we have considered the following models:

- **Exponential model**

  \[
  \frac{dP}{dt} = rP \quad \text{with solution} \quad P(t) = P_0 e^{rt}
  \]
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Figure 3: Possible models for the United States population data.

- Logistic model (for an accessible history see [5])

\[
\frac{dP}{dt} = r \left( 1 - \frac{P}{L} \right) P \quad \text{with solution} \quad P(t) = \frac{L}{1 + \left( \frac{L}{P_0} \right) e^{-rt}}
\]

- Gompertz model

\[
\frac{dP}{dt} = r \log \left( \frac{L}{P} \right) P \quad \text{with solution} \quad P(t) = L e^{-\log \left( \frac{L}{P_0} \right) e^{-rt}}
\]

9) Calculate the PPGR for each of these models.

10) What happens to the PPGR in each of these models when there are very few people? If there aren’t very many people, there should be plenty of resources or raw materials in the environment to support human life, so you can also think of this as a situation in which resources are abundant or unlimited. Explain what your result means for humans in each model. Do some of these limits make more sense for human populations than others?

In both the Gompertz and in the logistic model, \( L \) represents the *limiting population*, meaning largest population the environment can support, which also goes by the name *carrying capacity*. In the graph of the logistic and Gompertz equation, you can see that \( P(t) \) grows to a horizontal asymptote at \( L \).

11) Analyze the equations and determine the units on \( L \).

12) What happens to the PPGR in the logistic and Gompertz models as the population gets close to having \( L \) people?
13) How does this relate to the behavior you see in the graphs in Figure 3?

14) Does this make sense for human populations?

15) In the exponential and linear model, the population can keep getting larger and larger. In both of these models what happens to the PPGR as the population gets bigger and bigger? Does this make sense for human populations?

16) Based on your analysis of PPGR, rank the models from those that make the most sense for human populations to those that make the least, and explain the reasoning behind your rankings.

Both the shape and the modeling assumptions for the linear model make it a bad match for our population data. Thus, we drop it from our discussion for the remainder of the project.

**Solving ordinary differential equations**

17) Show how to use separation of variables to solve the differential equation models to get the exponential, logistic and Gompertz modeling functions. Assume an initial condition $P(0) = P_0$. You may also need integration by substitution and/or partial fractions to integrate the logistic and Gompertz differential equations.

**Parameter Estimation Using PPGR**

The United States population data [4], [7], [9] is given in Table 1. This same data is also in the file USPopulation.csv, which is a text file tabular data in the form of “comma separated values” that is read by most spreadsheets and some computer algebra systems. The first parameter we need to do population modeling is $P_0 = P(0)$ which is the population at time zero.

18) What year should we pick to call 0? We will refer to this as our zero year.

19) Why did you make this choice?

Figure 4 shows a plot of a calculation for the PPGR vs. the population data. Most of this discussion mimics the discussion in [6]. The furthest (blue) data point to the right represents a PPGR of approximately 0.010 at a population of $2.8 \times 10^8$.

20) Describe a way to calculate PPGR from the data, and calculate a few values by hand. Can you think of different ways to calculate PPGR from the data?

21) Use a computer algebra system to read in the United States population data from USPopulation.csv and use it to generate a plot of PPGR vs. $P$, like that in Figure 4. Check your mathematics by checking against the values you calculated by hand. Your graph should look similar to that in Figure 4, but may not be exactly the same.

22) How can you use the average PPGR and the best line approximation to the PPGR data to find parameters for the exponential and logistic models?
We can use least squares curve fitting to find the best fit line to the PPGR vs. $P$ data. Let’s start with the situation where you have data of the form $(x_i, y_i)$, where $x$ is the independent variable, and you want to model with a linear function $y = f(x, a, b)$ that depends on two parameters, $a$ (the slope of the line), and $b$ (the $y$-intercept) as well as $x$. Our problem is to minimize the sum of the squared errors, also called the sum of squared residuals ($SS_{\text{res}}$)

$$SS_{\text{res}} = \sum (y_i - f(x_i, a, b))^2$$

with respect to $a$ and $b$. The method of ordinary least squares uses linear algebra to minimize the sum of the squared residuals. Linear algebra methods for least-squares minimization work not only for lines, but also for functions $f$ that are polynomials in $x$; $f(x, a_0, \ldots, a_n) = a_0 + a_1 x + a_2 x^2 + \cdots + a_n x^n$. Ordinary least squares returns unique values for the parameters $(a_0, \ldots, a_n)$ that minimize the sum of the squared residuals.

23) In Figure 4, what is $x$, the independent variable? What are its units? What is $y$? What are its units?

24) In Figure 4, draw and label the distance $y_i - f(x_i, a, b)$ for a single data point, where $f(x_i, a, b)$ is the function in represented by the solid line (best line).

25) What is the formula for the function $f(x, a, b)$ in terms of $x$, $a$ and $b$?

26) Use your computer algebra system to find the best line to the PPGR($P$) vs. $P$ data, as well as
the average of PPGR($P$), and plot both, as in Figure 4. There will be a built-in routine to do this.

27) Find the values of the parameters for the exponential model, and those for the logistic model using your PPGR($P$) vs. $P$ graph, average, and best line. For exponential and logistic, you need $P_0$ and $r$. For logistic, you will also need $L$, the limiting population.

28) Use your parameter values to make exponential and logistic models for the data, and plot these with the USA population data. Are the models a good match for the data?

29) What would you expect a graph of PPGR($P$) vs $P$ to look like if the Gompertz model was best suited to the data?

Nonlinear least squares parameter estimation

There are many nonlinear functions, such as the exponential, logistic, and Gompertz functions for which ordinary least squares, if you can find a way to use it at all, does not give the parameter values that minimize the sum of the squared residuals. For these functions, we turn to nonlinear least squares estimation. Nonlinear least squares estimation generally uses a stepping method to approximate the minimum of the sum of the squared residuals and the associated parameter values. It may not succeed because there may not be a unique minimum of the sum of the squared residuals, or the region around the minimum might be very flat, making it difficult to find the location of the minimum.

Similar to ordinary least squares, nonlinear least squares methods also require you to provide your data ($x_i$’s and $y_i$’s), and the function $f(x, a, b, c)$, in which we assume there are three unknown parameters to be estimated, $a$, $b$, and $c$. Often, in order to get a satisfactory answer, you must also provide a good set of starting values for the parameters, so that the routine starts somewhere near the minimum of the sum of squared residuals.

Fortunately, for our models, we can get a good set of starting values for the parameters using ordinary least squares, but to do this we have to rewrite the equations in the form of a line, $y = ax + b$, where $a$ and $b$ are are the unknown parameters for slope and $y$-intercept. This is easy for the exponential function, where taking a logarithm of both sides transforms it to a linear equation

$$P(t) = P_0 e^{rt},$$

$$\log(P(t)) = \log(P_0 e^{rt}),$$

$$\log(P(t)) = \log(P_0) + rt.$$

The last equation is the linearization of the exponential equation.

23) What are the parameters to be estimated in the exponential equation?

24) What do you use for your data if you want to use ordinary least squares estimation to find the parameters in the exponential model? What are your $y_i$’s and $x_i$’s?
25) Using ordinary least squares estimation, you will get the slope, \( a \), and \( y \)-intercept, \( b \). What are \( P_0 \) and \( r \) for the exponential equation in terms of \( a \) and \( b \)?

26) Use your computer algebra system to get values for \( P_0 \) and \( r \) using ordinary least squares estimation.

27) Now use a nonlinear least-squares estimator to find improved values for \( P_0 \) and \( r \). Graph your data with the ordinary least squares estimate for \( P_0 \) and \( r \) and with the new values from the nonlinear least-squares estimator.

28) With the United States data you should clearly see an improvement in model fit from the original parameters found by ordinary least squares and the parameters from nonlinear least-squares. Describe how the nonlinear least-squares model appears to be better.

We can also linearize the logistic and the Gompertz equations. Recall that they are

\[
P(t) = \frac{L}{1 + \left( \frac{L-P_0}{P_0} \right) e^{-rt}} \text{ (logistic)} \quad \text{and} \quad P(t) = L e^{-\log\left( \frac{L}{P(t)} \right) e^{-rt}} \text{ (Gompertz).} \tag{2}
\]

For both, we first must look at the data and from the data come up with a reasonable starting guess for the value of \( L \). Then, in both equations, we solve for the part that is in the form \( Ae^{-rt} \). We know from our work with the exponential equation that we can take logarithms to get a linearization.

In the logistic equation, the term of the form \( Ae^{-rt} \) is \( \frac{(L-P_0)}{P_0} e^{-rt} \), and so our logistic equation becomes in linearized form

\[
\frac{L}{P(t)} - 1 = \frac{(L-P_0)}{P_0} e^{-rt},
\]

\[
\log \left( \frac{L}{P(t)} - 1 \right) = \log \left( \frac{(L-P_0)}{P_0} \right) - rt.
\]

29) Look at your data and choose a value for \( L \) that is too small, one that is too big, and one that is reasonable. How do you know the value that is too small is really too small? How do you know the value that is too big is really too big? Why is your reasonable choice for \( L \) reasonable?

30) Using your reasonable value for \( L \), what are the \( y_i \) data values in ordinary least squares estimation with the linearized logistic equation? What are the \( x_i \) data values?

31) Once you have \( a \) and \( b \) from ordinary least squares with the linearization of the logistic equation, how do you get initial values for \( P_0 \) and \( r \) from these?

32) Use your computer algebra system to get values for \( P_0 \) and \( r \) using ordinary least squares and your reasonable value for \( L \).

33) Now use nonlinear least squares estimation to find improved values for \( L, P_0 \), and \( r \). Graph the data with the logistic model created from the reasonable value for \( L \), and the ordinary least squares estimate for \( P_0 \) and \( r \), and the logistic model created from the nonlinear least squares estimation for \( L, P_0 \), and \( r \). Which looks like the better model? Why does it look like the better model?
34) Now, find the linearization of the Gompertz model using your reasonable value for \( L \), and repeat the work in questions .30 to .33 for the Gompertz model.

35) Why do you think that nonlinear least squares gets us better parameter values than the values for using the linearization and ordinary least squares? Hint: what does the logarithm do to large data values and large errors in the linearized models?

**Goodness of fit: coefficient of determination**

Sometimes we can see from a graph that one set of model parameters gives us a better fit to data than another, but there are many cases in which it is not clear which model gives a better fit to the data. We prefer to use a quantitative measure for goodness of fit, such as the *coefficient of determination* known as \( R^2 \). The coefficient of determination tells us how well a model does compared to a linear model with an intercept only. Our data is a set of \( n \) values indexed \((x_i, y_i)\). Let \( \bar{y} = \frac{1}{n} \sum_i y_i \) be the mean of the dependent variable, and let \( f(x_i) \) be the values obtained by the model, then ([8], [2])

\[
R^2 = 1 - \frac{\sum_i (y_i - f(x_i))^2}{\sum_i (y_i - \bar{y})^2} = 1 - \frac{SS_{RES}}{SS_{TOT}}
\]

An \( R^2 \) of 1 indicates the model perfectly fits the data, and generally, the closer \( R^2 \) is to 1, the better the model fit. But since \( R^2 \) is a comparison between a given model and a linear model with an intercept only, you cannot directly compare two models with their \( R^2 \) values [1]. Another problem is that increasing the number of parameters in the model implicitly increases the power of the model to explain the data, and so comparing the exponential model which has two unknown parameters to the logistic or Gompertz with three unknown parameters, is inherently unfair. It is known that \( R^2 \) will never decrease as parameters are included in a regression model.

A related measure is the adjusted \( R^2 \) value which takes the number of parameters, \( p \), in the model compared to the number of data points, \( n \), into account. Adjusted \( R^2 \) is denoted \( \bar{R}^2 \) and a formula for it is [8], [2]

\[
\bar{R}^2 = 1 - (1 - R^2) \frac{n - 1}{n - p - 1} = R^2 - (1 - R^2) \frac{p}{n - p - 1}
\]

where \( n \) is the number of data points in the model, and \( p \) is the number of parameters in the model.

Interpretation of adjusted \( R^2 \) is similar to that for \( R^2 \), in that values closer to 1 are considered better. But adjusted \( R^2 \) also cannot be used compare two models directly, since adjusted \( R^2 \) is a measure of suitability comparing the given model with a linear model with only an intercept [1]. One model might do slightly better than a second in comparison to the linear model with only an intercept, but that does not mean that it does better when directly compared to the second model.

36) Is \( R^2 \) or adjusted \( R^2 \) a better measure for comparing the goodness of fit between the exponential, logistic and Gompertz models? Why?

37) Calculate \( R^2 \) or adjusted \( R^2 \) for the exponential, logistic and Gompertz models, and interpret your findings. What does this tell you about which model performs best?
Predictions

Another way to evaluate how well the model performs is to investigate how good it is at making predictions. Since we do not want to wait for the next census to be taken, this is evaluated by a “Leave One Out” (LOO) method of omitting the final data point, creating a model based on the remaining data (called the reduced data), then comparing the prediction of the reduced/LOO model and the most recent data point. Comparison is usually done by signed relative error:

$$\text{Error} = \frac{\text{predicted} - \text{actual}}{\text{actual}}$$

The relative error always compares to the actual data value, not to the model predicted value.

38) When is the signed relative error, as defined above, positive? When is it negative?

39) Why do we calculate the signed relative error as $\frac{\text{predicted} - \text{actual}}{\text{actual}}$ instead of $\frac{\text{predicted} - \text{actual}}{\text{predicted}}$?

40) Why do we omit that final data point in finding the model parameters before evaluating the correctness of the prediction of the final data point? Why not just use the model based on all of the data?

41) Find model parameters using the reduced/LOO data set, leaving out the most recent data point. Do you need to linearize again, or do you already have good starting values for the parameters? What starting values for the parameters can you use?

42) Use the reduced/LOO model parameters to predict the most recent data point, and calculate the signed relative error.

A last way to evaluate a model’s performance, at least for the logistic and Gompertz models, is to look at the estimate or prediction of $L$, the limiting population, and see if what you know about the population gives you any insight as to which is more reasonable.

43) Do the predicted $L$ values from the logistic and Gompertz models give you any insight as to which is more reasonable?

Conclusions

44) With all the information and analysis available to you, which model do you think performed the best, and why? Is this the one you predicted would be the best from your analysis of the model hypotheses?

45) Someone said, “These models have too much memory to produce accurate predictions.” Figure out what is meant by that and use it as part of your criticism of these models.
46) What factors relevant to population size are omitted from these population models?

47) Consider the population data sets. Are there any aspects of the data or the method of collecting the data that impact the appropriateness of the data for modeling?
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